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ABSTRACT 
 
This research was conducted to analyze the sales pattern of Indomie products at the UIN Sunan Kalijaga 
Yogyakarta Student Cooperative and predict future product prices. The data used is daily sales data 
from January to June 2023 with a total of 599 data into five clusters with the number of items cluster 
0 consists of 32 items, cluster 1 consists of 409 items, cluster 2 consists of 102 items, cluster 3 consists 
of 48 items, and cluster 4 consists of 8 items. The methods used are K-Means for clustering and Support 
Vector Regression (SVR) for price prediction. The results of the K-Means analysis grouped the products 
into five clusters with different characteristics. In the Support Vector Regression (SVR) method, initially 
it has an accuracy rate of 70% with a fairly high Mean Squared Error (MSE) and Mean Absolute Error 
(MAE). After cleaning the data from outliers and tuning the hyperparameters, the model accuracy 
increased to 99%, showing a significant improvement in the model's predictive ability. 
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INTRODUCTION 
Data processing is an important thing that needs to be done to gain valuable insights from 

the collected information. One of the commonly used data processing techniques is data mining, 
which serves to identify patterns and relationships hidden in large data sets. The K-Means 
method is one of the clustering algorithms in data mining that is popular due to its simplicity and 
efficiency. This algorithm divides data into a number of clusters based on feature similarity, so 
that each data in one cluster has a high similarity with each other compared to data in other 
clusters. K-Means works by determining the cluster center (centroid) and grouping data into 
clusters closest to the centroid, through continuous iteration until convergence is achieved 
(Hutagalung & Sonata, 2021). One of the case studies used is in the student cooperative 
(KOPMA) UIN Sunan Kalijaga. This paper aims to determine the grouping of noodle sales with 
the indomie brand into several clusters based on the method. The initial stage in this case study 
is problem identification, followed by literature study, data collection and then data processed 
using the Cross-Industry Standard Process for Data Mining (CRISPDM) method and Exploratory 
Data Analysis (EDA) method. The use of the K-Means method allows analysts and researchers to 
simplify the complexity of data, making it easier to make more precise and effective data-based 
decisions. In the context of sales, this method can be used to find out the relationship between 
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data and help determine the profit obtained. Decision-making on which products sell best allows 
for increased profits. 
 
METHODS 
Methods thoose used in this paper are CRISP-DM for processing then continue by K-MEANS 
and SVR. The material explain below:  
CRISP-DM  

The data obtained is sales data per day of all products in KOPMA UIN Sunan Kalijaga in 
the period January - June 2023. The date provided from KOPMA only includes daily data so there 
are various Excel pages. The number of files was spread over 180 different excel pages (covering 
daily excel from January to June 2023) so they had to be sorted and combined into one. The 
amount of data in each excel is different, even the dates are not always in order. One Excel can 
input many items sold during a day. Using the help of Excel, the data can be processed into a 
table like the following. A date column is added to show the items sold. The following is an excel 
image that has been classified.  
 The total sales data of KOPMA during January - June 2023 is 58,512 data. Then the 
related attributes are code, product name, packaging, sold, selling price, net, gross profit, 
receipt, frequency, barcode, real stock, and additional date. After analysis using CRISPDM such 
as business understanding, data understanding, and data preparation, the data is ready to be 
processed like shown (Schröer et al., 2021).  
 
The data processing method used in this research begins with the following steps.  
1. Observation and direct data collection at UIN Sunan Kalijaga Yogyakarta Student 

Cooperative which was conducted on Thursday, March 14, 2024. Data collection is done 

directly through the process of looking at Kopma UIN Suka sales data and moving secondary 

data as the object of research. 

2. Literature study is carried out through several relevant studies and other supporting 

references.Sales data processing in group 1 research uses the CRISP-DM (Cross Industry 

Standard Process for Data mining) model then further data processing is using K-Means and 

Support Vector Regression. The data used based on the results of data preparation 

processing are as follows:  

a. Code, useful for unique identification of each product or service in the sales system.  

b. Product Name, is the name or brand of a product. 

c. Sold or "sell" indicates the number of products or services sold in one transaction or period 

of time. 

d. Selling Price, the price charged to customers for each unit of product or service purchased. 

e. Net, Indicates the original price that the cooperative purchased before selling to customers. 

f. Gross Profit, Shows the difference between net minus selling price. 

g. Real Stock, the actual amount of product available in inventory at a given point in time. 

h. Date, Indicates the date the sales transaction was executed. 

Clustering 
Clustering is one of the techniques in data mining where algorithms are used to group data into 
specific groups (Sibuea & Sapta, 2017). This technique is used to group data based on similar 
characteristics. The clustering process involves determining or describing a quantitative value of 
the degree of similarity or difference between data (proximity measure), which is an important 
step in the process. 
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K-Means 
K-Means is one of the algorithms in data mining that can be used for clustering data. There are 
many approaches to clustering, one of which is to create rules that dictate membership in the 
same group based on the degree of similarity among its members. Another approach is to 
measure a set of properties with those of the clustering as a function of some parameters of the 
clustering. Then, randomly select K starting points as cluster centers (centroids). Each data is 
then assigned to the cluster whose center is closest, based on the Euclidean distance. After all 
data has been assigned, the cluster center is updated by calculating the average of all points in 
the cluster. This process is repeated-reassigning the data to the closest cluster and updating the 
cluster center-until the cluster center does not change significantly or reaches a predetermined 
maximum number of iterations. The main goal of K-means is to minimize the total squared 
distance between the data and their cluster centers, thus achieving optimal clustering of the 
data (Nishom, 2019). This algorithm is efficient and easy to implement, but has some drawbacks 
such as dependence on the initial selection of cluster centers and difficulty in determining the 
optimal number of clusters. Unsupervised K-Means will give cluster that automatically found 
without given any boundaries (Sinaga & Yang, 2020). 
 
Support Vector Regression 
According to (Fu & Li, 2024) Support Vector Regression (SVR) has competitive overall prediction 
performance compared to other supervised learning algorithms in unbalanced regression 
problems. However, the performance of SVR in rare event prediction is slightly significantly 
different from other compared algorithms. Moreover, if the data set is highly imbalanced, the 
prediction performance of SVR will degrade significantly. 
 According to (Awad & Khanna, 2015) SVR is characterized by the use of kernels, sparse 
solutions, and VC control of the margin and number of support vectors. Although less popular 
than SVM, SVR has proven to be an effective tool in real value function estimation. As a 
supervised learning approach, SVR trains using a symmetric loss function, which penalizes high 
and low estimation errors equally. 

Support Vector Regression (SVR) is a regression model developed from Support Vector 
Machine (SVM). This algorithm produces output in the form of real or continuous numbers 
(Amanda et al., 2014) SVR is able to reduce the risk of overfitting by minimizing the upper bound 
of generalization error. The main goal of this algorithm is to find the best dividing line, called a 
hyperplane (Ginting et al., 2021)The best hyperplane can be determined by measuring its 
margin, which is the distance between the hyperplane and the closest pattern. The pattern 
closest to this margin is called the Support Vector. The SVR algorithm is based on the concept of 
linear regression. As a result, SVR gives an viable instrument for taking care of high-dimensional 
information. In addition,SVR may be a machine learning strategy that learns a show to depict 
the factors that are critical in characterizing the relationship between input and and yields, not 
at all like conventional relapse strategies that depend on demonstrate suspicions that not 
exactly true (Zhang & O’Donnell, 2019).  
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Figure 1. comparing represent data in SVR method 

 (Zhang & O’Donnell, 2019) 

Figure 1 show that in A happen when the data is in boundaries and B show when the data is far 
from the boundaries. This part will measure in the percentage. Prediction will be more 
established when use optimization parameters (Quan et al., 2022). This also use to this paper 
use more optimization code. Reality show Predicting the results of sales of HT Motorola XiR 
C2660 products at CV.Alfacoms in the year 2023 using the SVR algorithm. Testing parameters 
that have passed the test stage, the best parameters are kernel with linear type and parameter 
C with a test value of 0.1. test value with MAPE error value of 11.23% (Wildwina & Kristianto, 
2024). 
 
Rapid Minner 
RapidMiner is a tool that can be used to perform data mining, text mining, and predictive 
analysis. This tool uses a variety of descriptive and predictive approaches and techniques to build 
models that support decision making (Chisholm, 2013). In RapidMiner, model building does not 
require programming knowledge because all operations needed to build a model are already 
available in the form of operators that can be connected to each other (Sholeh et al., 2023). In 
RapidMiner K Means calculate by step find the cluster, then calculate the distance by using 
Euclidian distance, after that we can find the closest cluster (Tendean & Purba, 2020). 
 
The research flow chart can be broken down into several practical steps that are carried out for 
problem solving. The steps can be seen in the flow chart as in the following figure. 

 
Figure 2. Flow Chart 

The initial stage in this research is the process of identifying problems in the object of research 
and existing data, with the aim of formulating the purpose of this research. Furthermore, 
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scientific references are collected through literature studies of relevant research. After the 
literature study, the data collection process was carried out in the field, namely at the UIN Sunan 
Kalijaga Yogyakarta Student Cooperative. Data collection was carried out by observation and 
requesting data from Kopma. After the data was collected, data processing was carried out using 
EDA analysis at the beginning and the use of the CRISP-DM model to understand and approach 
the data. After the data is processed, the next stage is to read and analyze the results of the 
research to further conclude and evaluate this research. Furthermore, it will be processed using 
the K Means and Support Vector Regression methods. Modification used when writer use two 
methods instead one.  
 
RESULTS AND DISCUSSION 
CRISPDM (Data Preparation) 

After data selection, namely eliminating minus data, 599 Indomie sales data at KOPMA 
are ready to be used. Analysis using EDA obtained that there is no missing data. Furthermore, 
the use of correlation to determine the variables used is based on the correlation matrix. In 
research, show that using this method can approach the creative problem solving process (Jaggia 
et al., 2020). 

 
Figure 3. correlation precessing 

The data that will be used to determine several interrelationships, including selling and 
selling price have an effect, selling and buying price have an effect, then gross profit has no effect 
on selling and real stock has no effect on selling. Based on the data, the variables selected are 
selling price, real stock, and gross profit. Based on previous processing, it was found that the 
best-selling Indomie brand is Indomie Goreng Special 85gr. 
Modelling  
K Means Method, have input  

 
Figure 4. Input K Means 

The figure above illustrates the stages of the data mining process starting from reading Excel 
files, selecting relevant attributes, normalizing data, clustering, and saving the results.  
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Figure 5. K-Means result 

The figure above shows the clustering results that divide 599 items into five clusters with 
different numbers of items, namely Cluster 0 consists of 32 items, Cluster 1 consists of 409 items, 
Cluster 2 consists of 102 items, Cluster 3 consists of 48 items, and Cluster 4 consists of 8 items. 

 

 
Figure 6. Centroid Matrix 

The figure above shows the centroid matrix of each cluster, which reflects the average value 
of the attributes within each cluster. For example, cluster 0 has high values on attributes such 
as 'Sold', 'Sold Hrg', 'Netto', 'Gross Profit', and 'Real Stock', indicating that items in this cluster 
tend to have high sales and stock and large gross profit. In contrast, cluster 4 shows the highest 
values on the same attributes, indicating that the items in this cluster are highly valuable and 
have strong financial performance. 

 
Figure 7. Value change graph 

The graph shows the value changes of four variables (labeled 0, 1, 2, and 3) in six different 
categories, namely Code, Sold, Hrg Jual, Net, Discount, Gross Profit, and Rill Stock. From the 
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graph, it can be seen that the variable labeled 4 (marked with a red line) experiences a significant 
increase in the Sold and Hrg Jual categories, reaching its peak in Hrg Jual before finally decreasing 
in the next category. The variable labeled 0 (marked with a blue line) shows a more steady and 
gradual increase in all categories, while the variables labeled 2 and 3 (marked with green and 
yellow lines) remain relatively flat with little variation. In the last category, Starting Stock, all 
variables tend to converge or approach similar values. Overall, this graph indicates that variable 
4 has the largest fluctuations, while the other variables show more stable changes. 
 
Support Vector Regression Method  
Using price data because you want to know the future price of the Indomie product. Based on 
the processing results, the following values are obtained:  
 

 
Figure 8. Model results without cleaning 

Based on the initial results, it is known that the initial value of hyperparamaters is C: 1000 
(the margin is quite large) and the tolerance level is quite high the best value is -9063082.0852 
with MSE: 14473982.449701456 and MAE: 611.153 which shows that most predictions are quite 
close to the actual value. And the data variability is 69%. The paper from Malik et al. (2020) show 
that we can know the model is better or no by see the RMS. In that paper also give good 
accurancy. From this study, the graphical results are as follows:  
 

 
Figure 9. First graph image without data cleaning 

First graph without data cleaningThe red line is the identity (ideal) line, where the 
prediction is equal to the actual value. Blue dot represents one observation with x axis as actual 
value and y as prediction. The blue dot indicates the prediction, if it is close then it is accurate, 
if it is far then it is less accurate.  
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Figure 10. Residual image without data cleaning 

The residual is the difference between the original value and the forecast. The red line is at 
zero point where the residual is zero meaning there is no difference. Then we will do a 
comparison using outlier cleaning and increased hyperparamater tuning then the second result 
becomes:  

 

 
Figure 11 The second result with increased hyperparameter 

From the results it is known that the predicted value is 70%. Then it will be checked again 
with handling outliers and hyperparameters, the performance becomes  

 
Figure 12. Third result image with outlier handling and hyperparameter 

Based on the processing, it gives an increased value of 99% where the initial model only 
amounts to about 70%. And the graph is the best. From study, Caraka et al. (2020) we should 
put attention to MSE, gamma, and epsilon. Epsilon 0.1 show that margin error is low. Its different 
than epsilon use 10 that have 10 its show big margin error. It also be support by The RMSE and  
MAE were reduced by 85% and 61% respectively, and the R2value increased by by almost 10%. 
SVR model trained, validated and tested on data(Brkić & Larva, 2024). Here are the graphic of 
best moel.  
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Figure 13. Image of the best graph 

Support Vector Regression (SVR) does not provide an explicit model equation but SVR maps 
the data using a kernel function and then maximizes the margin and accuracy of the model. 
Based on the processing, the value of SVR is able to minimize non-linear data, high flexibility, 
and tuning handling. So to predict new prices can use the SVR model based on the most recent 
mse, mae, r2 values in coding. Lika research that tell that a model need to be more processed 
after one input, SVR model ilustrated less susceptibility to overfitting an underfitting (Ahmad et 
al., 2020). After so many long ways, it found most acurate model by remove the outlier that not 
shown in the process before.   
CONCLUSION 

The K-Means method successfully grouped Indomie product sales data at the UIN Sunan 
Kalijaga Yogyakarta Student Cooperative into five different clusters based on sales 
characteristics, such as code, sold, selling price, net, and real stock. Meanwhile, the Support 
Vector Regression (SVR) method is effective in predicting the future price of Indomie products. 
With data cleaning and hyperparameter tuning, the SVR model achieved high prediction 
accuracy, from 70% to 99%. These results show that SVR can be used to predict prices well. 

For further research, it would be better to use other software as a comparison of results. 
Considering that unsupervised usually has high processing without any error comparison set. 
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